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Abstract

Knowledge Discovery in Databases (KDD), also
known as data mining, focuses on the
computerized exploration of large amourts of
data and on the discovery of interesting patterns
within them. While most work on KDD has been
concerned with structured databases, there has
been littl e work on handling the huge anount of
information that is avail able only in urstructured
textual form. Given a mlledion of text
documents, most approaches to text mining
perform knowledge-discovery operations on
labels associated with ead document. At one
extreme, these labels are keywords that represent
the results of non-trivial keyword-labeling
processes, and, at the other extreme, these labels
are nothing more than a list of the words within
the documents of interest. This paper presents an
intermediate gproadh, one that we cdl tex
mining & the term levd, in which knowledge
discovery takes place on a more focused
colledion of words and phrases that are extraded
from and label ead document. These terms plus
additi onal higher-level entities are then organized
in a hierarchicd taxonomy and are used in the
knowledge discovery process  This paper
describes Document Explorer, our tool that
implements text mining a the term level. It
consists of a document retrieval module, which
converts retrieved documents from their native
formats into documents represented using the
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SGML mark-up languege used by Document
Explorer; a two-stage term-extradion approac,
in which terms are first proposed in a term-
generation stage, and from which a smaller set
are then seleded in a term-filtering stage in light
of their frequencies of occurrence dsewhere in
the mlledion; our taxonomy-credion too by
which the user can help spedfy higher-level
entities that inform the knowledge-discovery
process and our knowledge-discovery tods for
the resulting term-labeled documents.  Finally,
we evaluate our approach on a mlledion of
patent records as well as Reuters newswire
stories. Our results confirm that Text Mining
serves as a powerful technique to manage
knowledge encapsulated in large document
colledions.

Keywords: Text Mining, Taxonomy Construction,
Term Extraction

1 Introduction

Traditional databases gore information in the form of
structured records and provide methods for querying them
to okain all records whose mntent satisfies the user's
query. More recently however, reseachers in Knowledge
Discovery in Databases (KDD) have provided a new
family of tools for accessng information in databases (e.g.
Anand and Khan, 1993 Brachman et al, 1993 Frawley et
al, 1991 Klosgen, 1992. The goa of such work, often
cdled data mining, has been defined as “the nontrivial
extradion of implicit, previousdy unkrown, and
potentially useful information from given data” (Piatetsky-
Shapiro and Frawley, 1991). Work in this areaincludes
applying madine-leaning and dsatisticd-analysis
techniques towards the automatic discovery of patternsin
databases, as well as providing wser-guided environments
for exploration of data.

Most efforts in KDD have focused on data mining from
structured databases, despite the tremendous amount of
online information that appeas only in colledions of



unstructured text. This paper focuses on the problem of
tex mining, performing krowledge discovery from
colledions of unstructured text. One cmmon technique
(Feldman and Dagan, 1995 Feldman and Hirsh, 1996
Feldman et a., 1997 has been to assume that associated
with eadr document is a set of labels and to perform
knowledge-discovery operations on the labels of eath
document. The most common version of this approach
has been to asaume that labels correspond to keywords,
ead of which represents that a given document is about
the topic asociated with that keyword. However, to be
effedive, this requires either: manua labeling of
documents, which isinfeasible for large wlledions; hand-
coded rules for remgnizing when a label applies to a
document, which is difficult for a human to spedfy
acarately and must be repeaed anew for every new
keyword; or automated approaches that lean from labeled
documents rules for labeling future documents, for which
the state of the at can guarantee only limited acarracy
and which aso must be repeaed anew for every new
keyword. A seoond approach (Lent et al., 1997 has been
to assume that a document is labeled with ead of the
words that occurs within it. However, as was $rown by
Rajman and Besancon (1997 and is further supparted by
the results presented here, the results of the mining
processare often rediscoveries of compound nouns (such
as that “Wwadl” and “Stred” or that “Ronad’ and
“Reagan” often co-occur) or of patternsthat are & too low
a level (such as that “shares’ and “seaurities’ co-occur).
Other approaches to text mining that perform dee
knowledge discovery include (Hahn and Schnattinger,
1997).

In this paper we instead present a middle ground, in which
we perform term exraction on ead document to find
word sequences that are likely to have meaning in the
domain, and then perform mining on the extraced terms
labeling ead document. (A fragment of a document with
extraded terms underlined is given in Figure 1.) Unlike
word-based approaches, the extraded terms are fewer in
number and tend to represent more meaningful concepts
in the domain of the document. Unlike keyword
approaches, our term-extraction method, eliminates much
of the difficultiesin labeling documents when faced with a
new colledion or new keywords. As will be described,
we eploit the fad that term extradion does not occur in
isolation, but rather as part of the mining process and we
therefore exploit the known target of term extradion — for
text mining from a colledion of documents — in the
extradion processitself.

Profit s at Canada's six big
banks topped C$6 billion ($4.4 billion)
in 1996, smashing last year's C$5.2
billion  ($3.8 hillion) record as
Canadian Imperial Bank of Commerce and

National Bank of Canada wrapped up the
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earnings season Thursday. The six
banks each reported a double-digit jump
in net income for a combined profit of
C$6.26 billion ($4.6 billion) in fiscal
1996 ended Oct. 31.

But a third straight year of

record profits came amid growing public

anger over perceived high service
charges and credit card rates, and
tight lending polici es.

Bank officials defended the
group 's performance , saying that
millions of Canadians owned bank share s
through mutual funds and pension plan S.

Figure 1. Example of the output of the term extraction
module. Terms chosen to label the document are
underlined.

This paper describes Document Explorer, a system that
embodes this approach to text mining & the term levd.
The overall structure of Document Explorer is diown in
Figure 2. The first step is to convert documents (either
internal documents or external documents fetched ) into
an SGML format understood ky Document Explorer. The
resulting documents are then processed to provide
additional lingustic information about the mntents of
ead document — such as through part-of-speed tagging.
Documents are next labeled with terms extraded dredly
from the documents, based on syntadic anaysis of the
documents as well as on their patterns of occurrencein the
overall colledion. The terms and additional higher-level
entiti es are then placal in a taxonomy throughinteradion
with the user as well as via information provided when
documents are initialy converted into Document
Explorer’'s SGML format. Finally, KDD operations are
performed on the term-labeled dacuments.

Taxonomy
Editor

PR

Reader/SGML Term
Converter Extraction

Text Mining Visualization
ToolBox Tools

Other Online
Sources

Figure 2. Document Explorer architedure.

Examples of document coll edions siitable for text mining
are documents on the mpany’s Intranet, patent



colledions, newswire streams, results returned from a
seach engne, technicd manuals, bug reports, and
customer surveys.

In the remainder of this paper we describe Document
Explorer’s various components.  This includes the
expeded SGML format of the documents to be analyzed,
the linguistic preprocessng steps, Document Explorer’'s
two-stage term extradion process its tod for credaing a
taxonomic hierarchy for the extraded terms, and, finaly, a
sample of it's aiite of term-based knowledge-discovery
todls. We give examples of mining results on a @lledion
of patent records as well as Reuters newswire stories.

2 Document I nput Format

Document Explorer needs to be @le to easily ascertain a
number of feaures of ead document it analyzes. First, it
should know the title of ead document, if for no ather
reason than to have abrief description of eat document
in case it gets displayed in any list of documents returned
by a text mining operation. It aso neals to know which
parts of an overall document should be subjed to analysis
— for example, in the mntext of patent records this might
be just the text in the @strad and claims portions of the
patent. Finally, if a document includes keywords, they
must be identified to Document Explorer. Similarly, for
those documents that have awell-defined date stamp, the
date should beidentified as well.

Rather than requiring documents to be in a rigid format
spedfying al these things, Document Explorer allows its
documents to be in a more abitrary format, using SGML
mark-ups, but with an auxili ary fil e defining which SGML
pieces correspond to which components of a document.
For example, Figure 3 gives a sample of one document
from the patent-records domain. The processby which it
was creaed from the original on-line record was rather
simple — indead, we have defined a simple trandation
language cdled TPL that we use to perform such tasks,
but it could equally well have been performed through
arbitrary means, such as Perl — the reason for the aeaion
of TPL isthat we have dso added to it the functionality of
going to retrieve desired dacuments over the internet via
http and ftp. (For the remainder of this paper we assume —
as Document Explorer does — that documents are provided
in asuitable SGML-labeled fashion.)

<DOCUMENT><ID>1</ID>
<CODE>5694615</CODE>
<SUBJECT>Storage system
having storage units
interconnected to form
multiple loops to provide
simultaneous access from
multiple hosts</SUBJECT>
<INVENTORS>Thapar;
Manu</INVENTORS>
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<ADDRESS>Fremont,CA</ADDRESS>
<ASSIGNEES>Hewlett Packard
Company</ASSIGNEES>
<ADDRESS2>Palo Alto,
CA</ADDRESS2>
<ISSUED>2/12/1997</ISSUED>
<FILED>26/7/1995</FILED>
<AGENTS>Short; Brian
R.</AGENTS>
<ABSTRACT>The present
invention is an apparatus and
method for using the dual

port feature of Fibre Channel

to allow multiple computer
hosts to simultaneously

access a cluster of memory
units that are Fibre Channel
arbitrated. Typical multiple

host access schemes require
an expensive Fibre Channel
switch and do not allow
simultaneous accessing. The
dual port feature of Fibre
Channel devices provides for
fault tolerance and

redundancy, but can be used
for the present invention.

</ABSTRACT>
</DOCUMENT>

Figure 3. An example patent-record document.

Given such an SGML-labeled dacument, it is necessary to
inform Document Explorer what the various SGML-
labeled components designate. This is done in a “tags’
file that must be spedfied for ead colledion, which
explains how the various SGML-designated components
should be interpreted. For example, Figure 4 gives an
example of the tags file for the patents domain. It is
interpreted as saying that ead document in agiven file (in
general Document Explorer asaumes all documents are
placel in a singe rile) begins with <DOCUMENT> and
ends with </DOCUMENT>, that the title of eadh
document is the sequence of charaders between the
<SUBJECT> and </SUBJECT> labels, that the textua
body of the document should be taken as the union of all
text found between <CLAIMS> and </CLAIM> labels
and <ABSTRACT> and </ABSTRACT> labels, and that
the sequence of charaders between the <INVENTORS>
and </INVENTORS> labels, the <ASSGNEES> and
</ASSGNEES> labels, and the <AGENTS> and
</AGENTS> labels ould be interpreted as the keywords
labeling this document. Moreover, the SGML labels
identifying ead keyword are dso interpreted as higher-
level entities to be used in the document label taxonomy
(discussed further in Sedion 4). Thus, for example, eah
string found between <INVENTOR> and </INVENTOR>
will appea benegh a node labeled “INVENTOR” in the



initial taxonomy. Finaly, in cese it is useful to the
knowledge discovery operation, the tags file dso informs
Document Explorer that the date of the document can be
found between the <ISSUED> and </ISSUED> labels.
All other SGML labels (such as <A>) areignored.

DOC DOCUMENT

TITLE SUBJECT

BODY CLAIMS ABSTRACT

DATE ISSUED

TAGS INVENTORS ASSIGNEES
AGENTS

Figure 4. Tagsfilefor the patent-records colledion.

To show the flexibility this format provides, we dso
include an example of a document from the Reuters
newswire domain in Figure 5, and the crresponding tags
filein Figure 6. In this case eat document in afile ae
labeled with a<REUTERS> </REUTERS> pair (note that
the alditional annotations in the <REUTERS> label are
ignored for this processng), “ean” and “aqq” are defined
as keywords that will appea under the TOPICS node in
the keyword taxonomy, and so on. Empty keyword tags,
such as for PEOPLE, ORGS, EXCHANGES, and
COMPANIES are ignored, as are SGML tags (such as
“<UNKNOWN>" that are not defined in the tagsfil e).

<REUTERS>
<DATE>26-FEB-1987
15:19:15.45</DATE>
<TOPICS><D>earn</D><D>acq</
D></TOPICS>
<PLACES><D>usa</D></PLACES>
<PEOPLE></PEOPLE>
<ORGS></ORGS>
<EXCHANGES></EXCHANGES>
<COMPANIES></COMPANIES>
<TEXT>

<TITLE>OHIO MATTRESS
&It;OMT> MAY HAVE LOWER 1ST
QTR NET</TITLE>

<BODY>Ohio Mattress Co said

its first quarter, ending
February 28, profits may be

below the 2.4 min dirs, or

15 cts a share, earned in

the first quarter of fiscal

1986.

The company said any
decline would be due to
expenses related to the
acquisitions in the middle
of the current quarter of
seven licensees of Sealy
Inc.

Reuter
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</BODY>
</TEXT>
</REUTERS>

Figure 5. An example Reuters newswire document.

DOC REUTERS

TITLE TITLE

BODY BODY

TAGS TOPICS PLACES PEOPLE
ORGS EXCHANGES COMPANIES
DATE DATE

Figure 6. Thetagsfilefor Reuters documents.

3 Linguistic Preprocessng

Once recaved by Document Explorer, a number of well-
established lingustic preprocessng steps are performed
on ead resulting document. First, it performs
tokenization, by which white space ad punctuation are
used to identify the lexicd items in the text. Next,
Document Explorer performs part-of-speed tagging,
which  automaticdly  assciates  morpho-syntadic
cdegories sich as noun verb, adjedive, etc., to the words
in the document. Document Explorer performs sich
tagging wsing a rule-based approach similar to the one
presented by Brill (1999, which is known to yield
satisfying results (96% acaracy) provided that a large
lexicon and some manually hand-tagged deta is avail able
for training. Finaly, Document Explorer performs
lemmatization (Hull, 1996, alingusticdly better-founded
version of stemming, in which the root portion of eadh
word isidentified.

3.1 Term Extraction

The term extradion module is responsible for labeling
ead document with a set of terms extraded from the
document. Figure 1 gave a example of the results of this
processon an excerpt of a document taken from an article
published by the Reuters news service on 12 May 1996
Terms in this excerpt that were identified and designated
as interesting by the term extradion module ae
underlined. Thus, for example, “profit” and “Canadian
Imperial Bank of Commerce” ae both extraded terms
that would be used to label this document. This sdion
describes the two components of Document Explorer’s
text extradion module: term generation, and term
filtering.

3.2 Term Generation

In the term generation stage, sequences of tagged lemmas
are seleded as potential term candidates on the basis of
relevant morpho-syntadic patterns (such as “Noun Noun”,
“Noun Prepasition Noun™, “Adjedive Noun’, etc.). The
candidate mmbination stage is performed in several



passs. In ead pass an aswciation coefficient (to be
defined shortly) between ead pair of adjaceit terms is
cdculated and any pair whose aciation coefficient is
large enough is combined. In the cae of competing
posshiliti es involving overlapping terms (such as (t; t,)
and (t, t3) in (ty t, t3)), the pair having the better
asciation coefficient is replacel first. The documents
are then ypdated by converting al combined terms into a
new single term and the whole procedure is then repeaed
until no new terms are generated.

The nature of the patterns used for candidate generation is
an open reseach question. Daille (1994 1996 proposed
spedfic operators (such as overcompositi on, modification,
and coordination) to seled longer terms as combinations
of shorter ones. Justeson and Katz (1995 suggest
accepting prepositions as well as adjedives and nours.
This approach generate a much larger number of term
results, Frantzi (1997 only accedts (NounAdjedive)-
Noun sequences to reducethe anount of “bad” terms.

In Document Explorer we used two besic patterns: Noun-
Noun and Adjedive-Noun, but we dso alowed the
insertion of any kind of Determiner, Preposition or
Subordinating Conjunction. Therefore sequences such as
“hedth program for the dderly”, “networking software for
personal computers’, “operating system of a wmputer” or

“King Fahd of Saudi Arabia” are acceted aswell.

To compute the asciation coefficient for combining two
terms we aurrently use an ad ha co-occurrence metric
that computes a function of the number of times that the
two terms match the possble extradion patterns. The term
generation processcombines two terms into a bigger term
only if the value of this coefficient is over a threshold,
Theq-  Although Document Explorer provides a default
value for this threshold, it was designed so that a user can
vary the threshold to affed the term generation process
For the experiments reported later a fixed value of 8 was
used.

3.3 Term Filtering

The term generation stage produces a set of terms
asociated with ead document without taking into
acount the relevance of these terms in the framework of
the whole document colledion. We therefore dlow the
term generation stage to crede more terms than is truly
desired, complementing generation with an additional
filtering stage that prunes generated terms based on their
frequencies of occurrence throughout the wlledion. For
example, the following are examples of two-word terms
that were identified during term generation, but were later
eliminated during term filtering in one sample text-mining
sesgon: right direction, other issue,

point of view, long way, guestion mark
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and same time

Our goal in term filtering is to identify terms that may not
to be of interest in the mntext of the whole document
colledion either because they do not occur frequently
enough or because they occur in a fairly constant
distribution among the diff erent documents. Our approach
uses a statisticd relevance-scoring function that asdgns a
score to eat generated term based on their occurrence
patterns in the wlledion, and the top M (for a user-
spedfied M) are taken as the final set of terms to be used
in text mining.

As in term generation, Document Explorer allows a user
to seled and combine these filtering methods if the user
desires aich control over the term generation process For
the experiments given later only the tf-idf —based filter
was used, with afixed threshold of 4.5.

4  Taxonomy Construction

One of the aucial isales in performing text mining at the
term level is the need for a term taxonomy. Even with
filtering, there ae often a very large number of generated
terms (10,000 is not unwsual), and knowledge discovery
processes often rely on some hierarchy of terms © as to
form results at a higher level of granularity. Thus, for
example, having a term taxonomy would enables the
production of general assciation rules (Srikant and
Agrawal, 1995. These rules cegpture relationships
between groups of terms rather than individual terms. A
taxonomy is aso important in other text mining
algorithms auch as Maximal Assciation Rules and
Frequent Maximal Sets (Feldman et al, 1997).

A taxonomy also enables the user to spedfy mining tasks
in a mncise way. For instance when trying to generate
association rules, rather then looking for all passble rules,
the user can spedfy interest only in the relationships of
companies in the cntext of businessalli ances. In order to
do so, we nedad two nodes in the term taxonomy marked
"business alliances’ and "companies'. The first node
would contain terms related to business alliances sich as
“joint venture”, “strategic dli ance”, “combined initiative”,
etc., while the second node is the parent of al company
names in our system (which could be the result of human
effort spedfying such a higher-level term, but in our
applicaion we used a set of rules and knowledge
extraded from WWW diredories to generate company
names).

Building a term taxonomy is a time @mnsuming task. We
therefore provide a user with a set of tods for semi-
automatic construction of such a taxonomy. As was
already discussed in Sedion 2, the process of spedfying
the meaning of the SGML mark-ups in a tags file gives an



initial hierarchy for any pre-existing keyword labels. To
generate ataxonomy for extraded terms our main todl is
the taxonomy editor, depicted in Figure 8. This tod
enables the user to read a set of terms or an externa
taxonomy, and use them to update the system's term
taxonomy. It also allows smple operations, such as sying
that “Apple Computer Corp” and “Apple Computer Inc”
should be under asingle node. The user can also drag and
move atire subtrees in creaing and modifying the
taxonomy. Finally, the user can also spedfy a set of terms
via regular to identify sets of terms to be placeal together
when defining or modifying hHgher-level terms in the
taxonomy. For example, Figure 8 shows the terms found
when spedfying the pattern *petroleum*. The initial
taxonomy depicted on the left in this figure mntains all
terms extraded from the Reuters 52,000 daument
colledion (shown in the left tre€). The terms matching the
guery are shown in the middle tree ad the right treeis the
taxonomy being creaed.

Taxonomy Editor

[GANKDT Preuters85-6alltax Browse
Load Target File
Target Taxonomy Tree

(GANKDT\Revtersd5-g6alliax Browse
Load Saurce File
Source Taxonomy Tree (Read Orly)
anco =

=
o= ical
o= industr__

[ petroleurn* Locate
Exit SaveAs | |SAVE (Targst Fils),

Figure 8. Taxonomy Editor

The taxonomy editor aso includes a semi-automatic tool
for taxonomy editing cdled the taxonomy refiner. The
taxonomy refiner compares generated frequent sets
terms that often co-occur — against the term taxonomy.
When most of the terms of a frequent set are determined
to be siblings in the taxonomy hierarchy the tod suggests
adding the remaining terms as ghlings as well.

For example, if our taxonomy currently contains 15
companies under the "tobac@m companies' and the system
generated a frequent set containing many tobacm
companies, one of which does not appea in the taxonomy,
the taxonomy refiner will suggest adding this additional
company to the taxonomy as a tobacm company (e.g.,
Philli p Morris). The term refiner also has aterm clustering
module ajain suggest that terms clustered together be
placeal as sblingsin the taxonomy.
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5 Resaults

In this sdion we show examples of the use of Document
Explorer, and some evaluation of its performance For
most of what follows use 51,725 da@uments from the
Reuters financial news for the yeas 19951996 This
colledion is 120M in size ad contains over 170,000
unique words. Each document contained on average 864
words. In the term generation stage, 1.25M terms were
identified, 154K of them unique. After term filtering we
were left with 975K terms (approximately 45 terms per
document), 16,847 d them unique. Thus, even thoughwe
expand beyond words to multi-word terms, the resulting
set of terms was reduced in size by more than a fador of
10.

Figwe 9 gives an example of a user requesting
asciations between companies and business alli ances
mentioned in the various documents. The user thus
congtrains the left-hand side (LHS) of the asciation to
contain extraded terms that occur under the companies
node in the hierarchy, and the right-hand side (RHS) to
contain terms that occur under the business alliances
node.

Filter Attributes [x]
—Keywords Fitter - ‘
E[%I root - ance |
- W }companies Mo Filter
&= people ~
: AND
-] others
E[% Topics folln=1
E[%I A”IB.H!:E Topics & SUBSET
W alliance

W= strategic allia

. @B jointventurs
L RS marnar =
[ &

LHS ISUESET. companies

I—l Locate Ml

Filter
Filter
Filter

. ISUESET.AHianCBTDp\cs

Al |

Figure 9. Spedfying afilter to generate association
ruleswith children of the Companies node on the left-
hand side of the rule and children of Alliance Topics
on the right.

Using the Reuters document corpus described above,
Document Explorer generated 12000 frequent sets
complying with the redtriction spedfied by this
asciation-rule query (using a suppat threshold of 5
documents and confidence threshold of 0.1). These
frequent sets generated 575 association. A sample of
these rules is presented in Figure 10, where the numbers
presented at the end of ead rule ae the rule's suppart and
confidence

9-6



america online inc,
joint venture 13/0.72
apple computer inc,

bertelsmann ag a

sun microsystems

inc O merger talk 22/0.27

apple computer inc, taligent inc O
joint venture 6/0.75

sprint corp, tele-communications inc 0O

alliance 8/0.25

burlington northern inc, santa fe

pacific corp O merger 9/0.23

lockheed corp, martin marietta corp O
merger 14/0.4

chevron corp, mobil corp 0 joint

venture 11/0.26

intuit inc, novell inc
bank of boston

financial corp

O merger 8/0.47
corp, corestates

O merger talk 7/0.69

Figure 10. A sample of the association rulesfound by
Document Explorer that comply with the restrictions
spedfied in Figure 9.

The eample &ove illustrates the alvantages of
performing text mining at the term level. Terms sich as
joint venture would not appea if working at the word
level, nor would company names, such as santa fe pacific
corp and bank of boston corp. It also demonstrates the
utility of the term taxonomy in spedfying the aciation-
rule query.

Figure 11 shows a different use for terms in knowledge
discovery, throughits use in toadls that permit interadive
browsing of a mlledion. The figure depicts the use of a
too that allows browsing based on term distributions.
The given knowledge-discovery sesson started by
computing the distribution of all aliancerelated topics,
i.e., topics under the alliance node in the taxonomy. Upon
finding that the most frequent topic was joint venture, the
user then computed the company distribution of that
topic, international business machines (an extraded
term) was the @mmpany that co-occurred the most with
joint venture.

The user then chose to compute the company distribution
of mci communication corp (in the context of joint
venture), finding that sprint was the company with the
highest frequency. Finally, the user then chose to compute
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the people distribution of News Corp in the mntext of
“join venture” and “MCl Communicaion Corp”.

Interactive Distribution Browser [ x]
™ Mesimal Clear -
Distribution,
—Distribution Tt — Static
-@ jointventure: 1648/3 2 ﬁl | QI roat ]
intemational business machine corp: 86/5.2 CIE companies
general mator corp: 78/4.7 OB people
& mei communication corp: 73/4.4 DI others
@ sprint corp: 23/32 [ Topics
@ news corp: 19/26
- @ jefirey kagan 3/16
anthea disney: 2711
bill vagel: 2/11
scott kurnit 2/11
hill deatherage: 1/5.3
danmy briere: 1/5.3
kewin inda: 1/5.3
bell aflantic corp: 11/15 Locate
gte corp: 9/12
-.[@) imemational business machine con: 9/1¢
w8 nynex corp: 8/11
-8 microsoftcarp: 7/9.6 =
B = ion msimm mondimm imee 710 6
< | _»l_l
’7 Locats

Figure 11. Interactive exploration of term
distributions.

Document Explorer provides also a set of visual maps that
depict the relationship between entities in the arpus. The
context graph shown in Figure 12 depicts the relationship
between "companies' in the mntext of “joint venture”. In
many cases, the number of edges in the graph is too large.
Hencewe provide afilter medanism that enables the user
to seeonly edges that exceal a given threshold (together
with the ajacent nodes). In Figure 12 the user picked a
threshold of 15. The weights of the alges (humber of
documents in which the nodes appea in the mntext of
“joint venture”) are noted alongside the elge.

The graph clealy exposes the main industry clusters,
which are shown as disconneded components of the
graph: a telephony industry cluster, the internet
provider/broadcasting cluster, automobile cmpanies
cluster, entertainment cluster and a chemicd companies
cluster. The Context Graph provides a powerful way to
visualize relationship encgpsulated in thousands of
documents.

The map in Figure 13, shows the @mnnedions between
"People”, "Brokerage Houses' and "Computer
Companies’, with resped to "mergers'. Color-coded
connedion-lines represent the strength of the connedion.
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6 Summary

Previous approacdes to text mining have asumed that
documents were labeled either with higher-level
keywords, or simply the set of words occurring in the
documents. In the cae of keywords, labels were dther
asdgned manually, asis done by some on-line information
services (eg., Dialog and Reuters), which is a very

Feldman et al.

expensive and time-consuming process by having the user
spedfy keyword labeling procedures, which are often
inacarrate and dfficult to spedfy, or via machine-learning
algorithms, which are dso inacarate and require some
initial amount of human labeling for ead new keyword.
Further, the limited number of keywords that are typicdly
used congtrained the amount of information that is
represented about ead document, and thus that can be
analyzed by knowledge-discovery operations. On the
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other hand, systems that perform knowledge discovery on
the words contained in ead document tend to produce a
huge number of often meaningless results. Further, the
large number of word that must be mnsidered often leads
to urnressonable eeadttion times and the memory
reguirements.

Text mining at the term level attempts to hit a midpant,
regping some benefits from ead of these extremes while
avoiding many of their pitfalls. On the one hand, there is
no neal for human effort in labeling documents, and we
are not constrained to a smaller set of labels that lose
much of the information present in the documents. Thus
the system has the aility to work on new colledions
without any preparation, as well as the &ility to merge
several distinct colledions into one (even though they
might have been tagged acording to dfferent guidelines
which would prohibit their merger in a tagged based
system). On the other hand, the number of meaningless
results is gredly reduced and the exeaution time of the
mining agorithms is aso reduced relative to pure word-
based approades.

Text mining at the term level thus hits a useful midde
ground on the quest for tods for understanding the
information present in the large anount of data that is
only available in textual form. Text Mining at the term
level serves as a powerful technique to manage knowledge
encgpsulated in large document coll edtions.
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